Dockerizar Spring Boot MySQL

Volver a hacerlo pero con una aplicación que no sea crud

Me voy a basar en estos tutoriales:

**Dockerize Spring Boot Application with MySQL**

<https://youtu.be/S2s28PCg4M4>

May 24, 2022, 16 minutos.

**Dockerize Spring Boot Application with MySQL using Docker compose**

<https://youtu.be/6hMHziv0T2Y>

May 27, 2022, 11 minutos.

Funciona bien todo.

Voy a hacer muchos cambios. Realmente lo que quiero es tener un apunte para las materias.

# Dos opciones para dockerizar

Vamos a ver dos opciones para dockerizar una aplicación de Spring Boot con MySQL:

* Crear una network de containers Docker.
* Usando docker-compose.

# Crear una network de containers Docker

En la extensión para Docker de VS Code, borrar todos los containers, imágenes, volúmenes y networks. Esto no es estrictamente necesario, pero trabajar con un espacio limpio ayuda a pensar con claridad.

## PASO 1 Descargar la imagen de mysql

Descargar la imagen de mysql desde docker hub:

docker pull mysql

Al terminar la descarga, comprobamos que tenemos la imagen mysql:latest.

## PASO 2 Crear una network

Crear una network para que los containers se puedan comunicar entre sí. Es un bridge entre dos servicios:

docker network create springboot-mysql-net

Comprobamos que tenemos la network de nombre springboot-mysql-net, pero todavía no tiene ningún container asociado.

## PASO 3 Correr un container para MySQL

Correr un container para MySQL en la network:

docker run -d --name mysqldb -p 3306:3306 --net springboot-mysql-net -e MYSQL\_ROOT\_PASSWORD=1234 -e MYSQL\_DATABASE=anime -e MYSQL\_USER=cruduser -e MYSQL\_PASSWORD=1234 mysql

Comprobamos que ahora tenemos corriendo el container llamado mysqldb. Vemos que tiene asociado un volumen, aunque no le pusimos nada explícitamente. Y vemos que está asociado a la network correspondiente.

Si vamos comprobar los volúmenes, vemos que ahora tenemos uno asociado con nuetro container.

Si vamos a las networks, comprobamos que tenemos la network que creamos. Si nos dice que no tiene containers asociados, refrescamos la vista, y aparecerá el correspondiente container.

## PASO 4 Verificar la base de datos

Verificar que se ha creado la base de datos. En la terminal de Windows ejecutamos el comando:

docker ps

Nos fijamos en los primeros tres caracteres de la ID de nuestro container. En este caso eran f76:

docker exec -it f76 bash

Aparece una ventana de bash:

mysql -ucruduser -p1234

Estamos en la consola de MySQL:

show databases;

Vemos que tenemos anime más las otras propias de la instalación de MySQL:

use anime;

Estamos en la base de datos:

show tables;

Vemos que la base de datos está vacía.

Para salir de la consola de MySQL:

exit

Estamos en bash. Para salir de bash:

exit

Estamos de nuevo en la terminal de Windows.

## PASO 5 application.properties

Actualizar el archivo application.properties:

spring.datasource.url=jdbc:mysql://mysqldb:3306/anime

spring.datasource.username=cruduser

spring.datasource.password=1234

## PASO 6 Imagen de la aplicación Spring Boot

Construir la imagen de la aplicación de Spring Boot. Antes de compilar, ir al paquete test y comentar todos los tests. Esto es porque si algún test falla la compilación no será exitosa. Recompilar la aplicación. En la terminal de VS Code:

mvn clean install

Deberíamos tener un jar recién creado en target.

En el directorio crud crear un archivo Dockerfile y pegar:

# eclipse-temurin soporta versiones recientes del JDK.

# En muchos tutoriales usan openjdk, pero la documentación

# oficial dice que está deprecado.

FROM eclipse-temurin

COPY target/\*.jar app.jar

ENTRYPOINT ["java", "-jar", "app.jar"]

Construir la imagen de la aplicación Spring Boot:

docker build -t springbootmysql .

Comprobamos en la extensión de Docker que apareció esta nueva imagen. No hay nuevos containers, ni tampoco volúmenes, ni se agregó nada a la network. Solo tenemos la imagen nueva.

## PASO 7 Container de Spring Boot

Arrancar el container de Spring Boot en la misma network:

docker run --network springboot-mysql-net --name springboot-container -p 8080:8080 -d springbootmysql

Vemos que apareció un nuevo container llamado springboot-container, instancia de la imagen springbootmysql, que está en la network springboot-mysql-net.

Vamos a las networks, refrescamos, y vemos que nuestra red ahora tiene dos containers.

No hay volúmenes nuevos.

Repetimos los pasos de antes para ir a la consola de MySQL y vemos que ahora tenemos la tabla anime creada, pero está vacía.

Pegamos en la consola de MySQL el contenido del archivo anime.sql.

Vemos que ahora se han creado las dos tablas, y que tienen registros.

Si ahora vamos a la URL <http://localhost:8080/all> tenemos la lista de los registros.

## PASO 8 Se pierden los datos

Detener ambos containers. Repetir los pasos 3 y 7 para arrancarlos ambos nuevamente.

Si ahora vamos a la URL <http://localhost:8080/all> veremos que en lugar de la lista de los registros solo obtenemos una lista vacía. La aplicación funciona bien, pero los datos que habíamos cargado en la aplicación se perdieron.

## PASO 9 Correr un container con volumen para MySQL

Detener y borrar ambos containers y el volumen asociado. Correr un container con volumen para MySQL en la network:

docker run -d --name mysqldb -p 3306:3306 --net springboot-mysql-net -e MYSQL\_ROOT\_PASSWORD=1234 -e MYSQL\_DATABASE=anime -e MYSQL\_USER=cruduser -e MYSQL\_PASSWORD=1234 -v db:/var/lib/mysql mysql

Comprobamos que ahora tenemos corriendo el container llamado mysqldb. Vemos que tiene asociado un volumen, aunque no le pusimos nada explícitamente. Y vemos que está asociado a la network correspondiente.

Si vamos comprobar los volúmenes, vemos que ahora tenemos uno asociado con nuetro container.

Si vamos a las networks, comprobamos que tenemos la network que creamos. Si nos dice que no tiene containers asociados, refrescamos la vista, y aparecerá el correspondiente container.

## PASO 10 Verificar la base de datos

Verificar que se ha creado la base de datos. En la terminal de Windows ejecutamos el comando:

docker ps

Nos fijamos en los primeros tres caracteres de la ID de nuestro container. En este caso eran f76:

docker exec -it f76 bash

Aparece una ventana de bash:

mysql -ucruduser -p1234

Estamos en la consola de MySQL:

show databases;

Vemos que tenemos anime más las otras propias de la instalación de MySQL:

use anime;

Estamos en la base de datos:

show tables;

Vemos que la base de datos no tiene tablas. Pegar en la consola de MySQL el contenido del archivo anime.sql.

Para ver cómo quedó:

show tables;

Para salir de la consola de MySQL:

exit

Estamos en bash. Para salir de bash:

exit

Estamos de nuevo en la terminal de Windows.

## PASO 11 Container de Spring Boot

Arrancar el container de Spring Boot en la misma network:

docker run --network springboot-mysql-net --name springboot-container -p 8080:8080 -d springbootmysql

Vemos que apareció un nuevo container llamado springboot-container, instancia de la imagen springbootmysql, que está en la network springboot-mysql-net.

Vamos a las networks, refrescamos, y vemos que nuestra red ahora tiene dos containers.

No hay volúmenes nuevos.

Repetimos los pasos de antes para ir a la consola de MySQL y vemos que ahora tenemos la tabla anime creada, pero está vacía.

Pegamos en la consola de MySQL el contenido del archivo anime.sql.

Vemos que ahora se han creado las dos tablas, y que tienen registros.

Si ahora vamos a la URL <http://localhost:8080/all> tenemos la lista de los registros.

## PASO 12 Se conservan los datos

Detener ambos containers. No borrar el volumen db. Repetir los pasos 3 y 7 para arrancarlos ambos nuevamente.

Si ahora vamos a la URL <http://localhost:8080/all> veremos la lista de los registros. La aplicación funciona bien, y los datos que habíamos cargado en la aplicación se conservaron.

# Usando Docker Compose

Ahora vamos a dockerizar la misma aplicación, pero usando Docker Compose.

## PASO 1 application.properties

Actualizar el archivo application.properties:

spring.datasource.url=jdbc:mysql://mysqldb:3306/anime

spring.datasource.username=cruduser

spring.datasource.password=1234

Notar que el puerto 3306 es el default. Este jar va a intentar conectarse con un servidor de MySQL que esté listening en el puerto 3306. Pero esto va a correr en una network de containers. Por lo tanto, lo que tengo que poner es el puerto interno del container de MySQL, no el puerto local publicado por ese container.

## PASO 2 Imagen de la aplicación Spring Boot

Para no dejar cabos sueltos, vamos a borrar los containers, los volúmenes, las networks y las imágenes. Vamos al directorio target y borramos los jar. Arrancamos de nuevo con todo limpio. Recompilar la aplicación. En la terminal de VS Code:

mvn clean install

Verificamos que tenemos un jar recién creado en target, con el puerto 3307.

## PASO 3 compose.yaml

Muchos tutoriales usan docker-compose.yml, pero la documentación oficial dice que se debe preferir compose.yaml. De modo que esto es lo que yo voy a usar.

Para ver la versión de Docker que tengo instalada, en la consola de Windows:

docker -v

El tutorial usa la propiedad version en la primera línea, pero la documentación oficial[[1]](#footnote-1) dice que está deprecada, de modo que yo no la uso.

Pegar el siguiente texto:

services:

  mysqldb:

    environment:

      MYSQL\_DATABASE: anime

      MYSQL\_USER: cruduser

      MYSQL\_PASSWORD: 1234

      MYSQL\_ROOT\_PASSWORD: 4321

    image: mysql

    ports:

      - 3307:3306

    restart: always

  server:

    build: .

    restart: always

    ports:

      - 8080:8080

    depends\_on:

      - mysqldb

El container en el que va a correr la aplicación Spring Boot se llama server. Podemos poner cualquier nombre, pero esta es una elección razonable, ya que estamos hablando de una API que es como el backend.

La opción build está pidiendo que construyamos la imagen Docker, a partir del jar que acabamos de compilar en el paso anterior. Eso lo haremos siguiendo las instrucciones de Dockerfile.

Después exponemos los ports. Lo que estamos haciendo es mapear el puerto local 8080 al puerto interno del container 8080.

Finalmente, decimos que este containder depends on mysqlbd, que es el servicio de MySQL. Todavía no existe, de modo que el comando docker-compose primero lo levanta, y una vez que está corriendo levanta el container del server.

Notar que el puerto local de MySQL es 3306, o sea el default. Es el que va a usar el jar, porque están en una network.

Ejecutamos el comando:

docker-compose up

Si vamos a la URL <http://localhost:8080/all> veremos que la aplicación está funcionando. Esto es porque el jar usa el puerto 3306 y el container mysqldb usa el puerto interno 3306.

### El puerto publicado por el container

Si intentamos conectarnos a este container mysqkdb que está corriento con una aplicación que esté fuera de la network de Docker, tendremos que usar el puerto 3307, que es el que publica el container. No el interno, 3306, que es el usamos dentro de la network.

# Volúmenes de Docker frente a montajes de enlace

## Fuentes

Usé los siguientes artículos, y algunos otros. No pongo las citas puntuales, porque cambié, edité, mezclé, y recorté:

<https://blog.logrocket.com/docker-volumes-vs-bind-mounts/>

<https://www.freecodecamp.org/news/docker-mount-volume-guide-how-to-mount-a-local-directory/>

<https://maximorlov.com/docker-compose-syntax-volume-or-bind-mount/>

<https://www.baeldung.com/ops/docker-volumes>

## Introducción

Los contenedores Docker se utilizan para ejecutar aplicaciones en un entorno aislado. De forma predeterminada, todos los cambios dentro del contenedor se pierden cuando el contenedor se detiene. Pero Docker proporciona volúmenes y bind mounts, que son dos mecanismos para conservar datos en su contenedor de Docker. Vamos a ver cómo vincular directorios locales a su contenedor Docker y usar volúmenes administrados por Docker alternativamente. Saber ambos le permite usar contenedores Docker para muchos más casos de uso que pueden aumentar su productividad.

## Bidireccional

Vincular un directorio es una sincronización bidireccional. Cada archivo que cambia en el host se cambia en el contenedor y cada archivo que se cambia en el contenedor se cambia en el host. Entonces, si detiene e inicia la base de datos, puede montar el mismo directorio y su configuración y los datos almacenados estarán disponibles.

Las ventajas de este método son que es fácil de usar y de fácil acceso. Debe usar directorios locales vinculados para los archivos que desea cambiar u observar en el host, como archivos de configuración y archivos de registro.

## Montajes de enlace

Los montajes de enlace montan en su contenedor un archivo o directorio de su máquina host, al que luego puede hacer referencia a través de su ruta absoluta. Un mount bind de Docker es una conexión de alto rendimiento desde el contenedor a un directorio en la máquina host. Permite que el host comparta su propio sistema de archivos con el contenedor, que puede ser de solo lectura o de lectura y escritura. Esto nos permite usar un contenedor para ejecutar herramientas que no queremos instalar en nuestro host y aún así trabajar con los archivos de nuestro host. Por ejemplo, si quisiéramos usar una versión personalizada de bash para un script en particular, podríamos ejecutar ese script en un contenedor bash, montado en nuestro directorio de trabajo actual.

Para usar montajes de enlace, no es necesario que el archivo o directorio ya exista en su host Docker. Si no existe, se creará bajo demanda. Los montajes de enlace dependen de que el sistema de archivos de la máquina host tenga una estructura de directorio específica disponible. Debe crear explícitamente una ruta al archivo o carpeta para colocar el almacenamiento.

**IMPORTANTE: los montajes de enlace dan acceso a archivos confidenciales. De acuerdo con los documentos de Docker, puede cambiar el sistema de archivos del host a través de procesos que se ejecutan en un contenedor. Esto incluye la creación, modificación y eliminación de archivos y directorios del sistema, lo que puede tener implicaciones de seguridad bastante graves. Incluso podría afectar los procesos que no son de Docker.**

## Volúmenes Docker

Los volúmenes son un excelente mecanismo para agregar una capa persistente de datos en sus contenedores Docker, especialmente para una situación en la que necesita conservar los datos después de cerrar sus contenedores. Docker maneja completamente los volúmenes de Docker y, por lo tanto, son independientes tanto de la estructura de directorios como del sistema operativo de la máquina host. Cuando usa un volumen, se crea un nuevo directorio dentro del directorio de almacenamiento de Docker en la máquina host, y Docker administra el contenido de ese directorio.

## El sistema de archivos Docker

![docker layers system](data:image/png;base64,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)Un contenedor docker ejecuta la pila de software definida en una imagen. Las imágenes están formadas por un conjunto de capas de solo lectura que funcionan en un sistema de archivos llamado Union File System. Cuando iniciamos un nuevo contenedor, Docker agrega una capa de lectura y escritura en la parte superior de las capas de la imagen, lo que permite que el contenedor se ejecute como si fuera un sistema de archivos estándar de Linux. Por lo tanto, cualquier cambio de archivo dentro del contenedor crea una copia de trabajo en la capa de lectura y escritura. **Sin embargo, cuando el contenedor se detiene o elimina, esa capa de lectura y escritura se pierde.**

Podemos probar esto ejecutando un comando que escribe y luego lee un archivo:

docker run bash:latest bash -c "echo hello > file.txt && cat file.txt"

hello

Pero si ejecutamos la misma imagen con solo el comando para mostrar el contenido del archivo:

docker run bash:latest bash -c "cat file.txt"

cat: can't open 'file.txt': No such file or directory

La segunda ejecución del contenedor se ejecuta en un sistema de archivos limpio, por lo que no se encuentra el archivo.

## Beneficios de usar volúmenes

En los volúmenes de Docker, el almacenamiento no está acoplado al ciclo de vida del contenedor, sino que existe fuera de él. Esto tiene muchos beneficios. Por un lado, puede matar su contenedor tantas veces como quiera y aún así conservar sus datos. También es fácil reutilizar el almacenamiento en varios contenedores; por ejemplo, un contenedor escribe en el almacenamiento mientras que otro lee de él.

Dado que los volúmenes no están vinculados a ningún contenedor, puede adjuntarlos fácilmente a varios contenedores en ejecución al mismo tiempo. También encontrará que los volúmenes no aumentan el tamaño del contenedor Docker que los usa. Por último, puede usar la CLI de Docker para administrar volúmenes, por ejemplo, recuperar la lista de volúmenes o eliminar volúmenes no utilizados.

## Uso de montajes de enlace

Para usar montajes de enlace en un contenedor, tiene dos opciones: --mount y -v. La diferencia más notable entre las dos opciones es que --mount es más detallado y explícito, mientras que -v es más una forma abreviada de --mount. Combina todas las opciones que pasa a --mount en un campo.

En la superficie, ambos comandos hacen lo mismo. Sin embargo, hay algunos escenarios en los que la diferencia entre usar --mount y -v será notablemente diferente. Por ejemplo, es una buena práctica usar --mount cuando trabaja con servicios porque necesitará especificar más opciones de las que son posibles con -v.

## Montar directorios locales con la opción -v

Eso se puede hacer usando el comando docker run -v.

El comando docker run primero crea una capa de contenedor grabable sobre la imagen especificada y luego comienza a usar el comando especificado. (Fuente docker.com)

El uso del parámetro -v le permite vincular un directorio local.

-v o --volume le permite montar directorios y archivos locales en su contenedor. Por ejemplo, puede iniciar una base de datos MySQL y montar el directorio de datos para almacenar los datos reales en su directorio montado.

# En Linux bash

# run mysql container in the background

docker run --name mysql-db -v $(pwd)/datadir:/var/lib/mysql -e MYSQL\_ROOT\_PASSWORD=my-secret-pw -d mysql:8.0.28-debian

# show content of data directory

ls -la datadir

# stop mysql container

docker rm -f mysql-db

# Lo mismo pero en Windows cmd

# run mysql container in the background

docker run --name mysql-db -v %CD%/datadir:/var/lib/mysql -e MYSQL\_ROOT\_PASSWORD=my-secret-pw -d mysql:8.0.28-debian

# show content of data directory

dir /og datadir

# stop mysql container

docker rm -f mysql-db

El primer comando arranca un container llamado mysql-db, y monta un volumen en la carpeta datadir relativa a la carpeta en la que estamos en ese momento. Esto se hace con $(pwd) si estamos en bash, o con %CD% si estamos en la consola de Windows. Essta carpeta que está físicamente en el file system de nuestra computadora local, se asocia con /var/lib/mysql, que es el lugar dentro del file system del container donde MySQL guarda las bases de datos. La password del root se establece a my-secret-pw y el tag de mysql es 8.0.28-debian.

Otro ejemplo: ejecute en Linux el comando:

docker run --rm --name postgres-db -e POSTGRES\_PASSWORD=password --v "$pwd":/var/lib/postgresql/data -p 2000:5432 -d postgres

o en Windows:

docker run --name postgres-db -v %CD%/postgresdb:/var/lib/postgresql/data -e POSTGRES\_PASSWORD=password -p 2000:5432 -d postgres

Este comando arranca un container con el nombre postgres-db, crea un bind mount a la carpeta local llamada postgresdb que se encuentra dentro del directorio actual, y la vincula con la carpeta default que usa PostgreSQL dentro del file system del container, establece la password del root, expone el puerto 2000 del localhost y lo vincula con el puerto 5432 interno del container, el container estará dettachado, y la imagen a usar es postgres.

Otro ejemplo: ejecute en Linux el comando:

docker run -v $(pwd):/var/opt/project bash:latest \ bash -c "echo Hello > /var/opt/project/file.txt"

o en Windows:

docker run -v %CD%:/var/opt/project bash:latest bash -c "echo Hello > /var/opt/project/file.txt"

Este comando inicia un container sin nombre, a partir de la imagen bash:latest. Define un bind mount entre el directorio de trabajo del file system local y un path absoluto dentro del file system del container. En ese directorio crea y graba un archivo llamado file.txt. Como la sincronización es bidireccional, ese archivo del container se copiará en la carpeta local que es el otro extremo del bind mount. En este caso pusimos como source el directorio de trabajo, que es la carpeta donde está bash o la consola de Windows. Si revisamos esa carpeta, veremos el archivo file.txt.

## Cómo utilizar los volúmenes de Docker para conservar los cambios

En lugar de vincular su directorio local, puede usar volúmenes de Docker. Un volumen de Docker es un directorio en algún lugar de su directorio de almacenamiento de Docker y se puede montar en uno o varios contenedores. Están completamente administrados y no dependen de ciertas características específicas del sistema operativo. Cuando uno instala Docker en su Pc local, esta aplicación hace muchas cosas. Una de ellas es que arma su propio sistema de archivos, que es independiente del file system de nuestra computadora. Docker maneja todas estas cosas de forma independiente. Uno puede mostrarlas e inspeccionarlas por medio de Docket Desktop, del comando docker, o de la extensión Docker de Visual Studio Code. Pero no es aconsejable modificar nada. Hay que dejar que Docker haga su trabajo. Con los directorios locales vinculados a un volumen es distinto. Son realmente directorios nuestros, y podemos trabajar con ellos como siempre hacemos.

Vamos a crear un volumen de Docker y montarlo para conservar los datos de MySQL:

# LINUX

# create volume

docker volume create mysql-data

# run mysql container in the background

docker run --name mysql-db -v mysql-data:/var/lib/mysql -e MYSQL\_ROOT\_PASSWORD=my-secret-pw -d mysql:latest

# stop mysql container

docker rm -f mysql-db

:: WINDOWS

:: create volume

docker volume create mysql-data

:: run mysql container in the background

docker run --name mysql-db -v mysql-data:/var/lib/mysql -e MYSQL\_ROOT\_PASSWORD=my-secret-pw -d mysql:latest

:: stop mysql container

docker rm -f mysql-db

Antes de eliminar el volumen de Docker, puede abrir su GUI de Docker e inspeccionar el volumen haciendo clic primero sobre el volumen, y una vez en él, clic en la pestaña de datos.

Se ven los archivos, pero están aislados en un volumen de Docker. Se recomienda usarlos para archivos persistentes que no necesita observar o cambiar desde su sistema host. Se sabe que este método tiene un mejor rendimiento que los enlaces de directorios locales.

# LINUX

# remove volume

docker volume remove mysql-data

:: WINDOWS

:: remove volume

docker volume remove mysql-data

## Sintaxis de Docker Compose: ¿volumen o enlace de montaje?

En compose.yaml, la clave de volúmenes puede aparecer en dos lugares diferentes:

services:

database:

# ...

volumes: # Nested key. Configures volumes for a particular service.

volumes: # Top-level key. Declares volumes which can be referenced from multiple services.

# ...

Vamos a hablar sobre la clave de volúmenes anidada. Ahí es donde configura los volúmenes para un servicio o contenedor específico, como una base de datos o un servidor web. Esta configuración tiene un formato de sintaxis corto y uno largo.

## Formato de sintaxis corta y sus variaciones

La configuración del volumen tiene un formato de sintaxis breve que se define como:

[SOURCE:]TARGET[:MODE]

SOURCE puede ser un volumen con nombre o una ruta (relativa o absoluta) en el sistema host.

TARGET es una ruta absoluta en el contenedor.

MODE es una opción de montaje que puede ser de solo lectura o de lectura y escritura. Los corchetes significan que el argumento es opcional.

Esta opcionalidad conduce a tres variaciones únicas que puede usar para configurar los volúmenes de un contenedor. Docker Compose es inteligente al reconocer qué variedad se usa y si usar un volumen o un montaje de enlace.

### ****No hay SOURCE****

/var/lib/postgresql/data

Cuando solo se especifica un TARGET, sin un SOURCE, Docker Compose creará un directorio anónimo y lo montará como un volumen en la ruta de destino dentro del contenedor.

La ruta del directorio en el sistema host y dentro del file system propio de Docker es por defecto

/var/lib/docker/volumes/<uuid>/\_data

donde <uuid> es un ID aleatorio asignado al volumen como su nombre.

### SOURCE sin un path

postgresql-data:/var/lib/postgresql/data

Si SOURCE está presente y no tiene una ruta, entonces Docker Compose asume que te estás refiriendo a un volumen con nombre. Este volumen debe declararse en el mismo archivo en la declaración de clave de volúmenes de nivel superior. Recordemos que, como dijimos al principio, estamos hablando sobre la clave de volúmenes anidada, no sobre la de top level.

La clave de volúmenes de nivel superior siempre declara volúmenes, nunca montajes vinculados. Los montajes vinculados no tienen nombre y no pueden ser nombrados.

### SOURCE con un path

/some/content:/usr/share/nginx/html

o

./public:/usr/share/nginx/html

Si SOURCE es una ruta, absoluta o relativa, Docker Compose enlazará la carpeta en el contenedor. Rutas relativas que comienzan con . o .. son relativos a la ubicación de compose.yaml.

Se desaconsejan los montajes de enlace para los contenedores de bases de datos, ya que los hace menos portátiles. Los montajes de enlace son específicos del sistema host y Docker no los administra. Los documentos oficiales tienen una sección sobre volúmenes frente a monturas vinculantes que explica las diferencias entre los dos con más detalle.

# Volúmenes en Docker

Voy a seguir este tutorial:

**Docker Tutorial For Beginners**

<https://youtu.be/SlV5qb1m5og>

May 23, 2022, 45 minutos.

Excelente. El tipo tiene un fuerte acento, pero se le entiende bien. En su perfil de LinkedIn dice que es irlandés.

# Docker Compose en detalle

## Docker Crash Course #11 - Docker Compose

<https://youtu.be/TSySwrQcevM>

## Docker Crash Course #12 - Dockerizing a React App

<https://youtu.be/QePBbG5MoKk>

## Docker Crash Course #13 - Sharing Images on Docker Hub

<https://youtu.be/YS35VHsbS-0>

compose01.yaml

los siguientes todavía no los miré, más allá de haberlos elegido por la primera impresión

Dockerize Spring Boot Application with MySQL using Docker compose

<https://youtu.be/6hMHziv0T2Y>

docker compose example | spring boot & mysql docker-compose

<https://youtu.be/-ekBqIvAGY4>

Differences Between Docker Compose and Dockerfile by Example

<https://youtu.be/JmyAMcKUNYA>

DOCKER desde ZERO: Siguiente nivel con Docker-Compose

<https://youtu.be/yWgL0GSbFuo>

Docker compose tutorial for beginners by example [all you need to know]

<https://youtu.be/4EqysCR3mjo>

What is Docker Compose | How to create docker compose file | How to use Compose

<https://youtu.be/HUpIoF_conA>

Spring Boot with MySQL Docker deployment using DOCKER COMPOSE

<https://youtu.be/J2YhWG994Iw>

Introducción a Docker Compose

<https://youtu.be/i-45V0ojtlI>

Using Docker Compose with Mysql And Node

<https://youtu.be/9-iLqe-E9iI>

Docker Compose vs Dockerfile - Dockerfile Explained - Docker Tutorial

<https://youtu.be/Z44UJUXsOGA>

Docker Compose in 12 Minutes

<https://youtu.be/Qw9zlE3t8Ko>

Docker Compose Tutorial - Docker in Practice || Docker Tutorial 9

<https://youtu.be/MVIcrmeV_6c>

Docker Compose Tutorial

<https://youtu.be/HG6yIjZapSA>

los siguientes todavía no los miré, más allá de haberlos elegido por la primera impresión

# How do Docker Volumes work? | Docker made easy #4

<https://medium.com/techmormo/how-do-docker-volumes-enable-persistence-for-containers-docker-made-easy-4-2093a1783b87>

# Top Tips and Use Cases for Managing Your Volumes

<https://www.docker.com/blog/top-tips-and-use-cases-for-managing-your-volumes/>

# Everything you need to know about docker volumes - Docker tips and tricks

<https://cloudnweb.dev/2020/10/everything-you-need-to-know-about-docker-volume/>

# Learn Docker, from the beginning, part II

<https://softchris.github.io/pages/docker-two.html#resources>

# The Complete Guide to Docker Volumes

<https://towardsdatascience.com/the-complete-guide-to-docker-volumes-1a06051d2cce>

1. <https://docs.docker.com/compose/compose-file/#compose-file> [↑](#footnote-ref-1)